
CS6375: Machine Learning
Gautam Kunapuli

Machine Learning Theory

Most of these slides are slightly modified from the originals created by Malik-Magdon Ismail for the 
Machine Learning from Data course at Rensselaer Polytechnic Institute and the textbook Learning 

from Data: A Short Course (co-authored with Yaser S. Abu-Mostafa and Hsuan-Tien Lin). 

Please see http://www.cs.rpi.edu/~magdon/courses/learn/slides.html for the original slides and 
http://amlbook.com/index.html for additional resources and the textbook.
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The Bias-Variance Decomposition
test error learned model true model
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Example: A Simple Visual Learning Problem



CS6375: Machine Learning Machine Learning Theory

These slides were originally created by Malik Magdon-Ismail (http://amlbook.com/slides.html) 4

Example: A Simple Visual Learning Problem



CS6375: Machine Learning Machine Learning Theory

These slides were originally created by Malik Magdon-Ismail (http://amlbook.com/slides.html) 5

Example: A Simple Visual Learning Problem
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Population Mean From Sample Mean
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Probability to the Rescue: Hoeffding’s Inequality
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Probability to the Rescue: Hoeffding’s Inequality
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How Did Probability Rescue Us?

this allows us to use the 
tools of probability

dependence of the bound on the number of samples allows 
us to characterize the sample complexity
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Relating the Bin to Learning Note that we are currently considering 
just a single hypothesis
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Relating the Bin to Learning: Training Error

correctly classified

misclassified
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Relating the Bin to Learning: Test Error

correctly classified

misclassified
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Relating the Bin to Learning: The Error Function
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Hoeffding Inequality for Learning
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That’s Verification, Not Learning Recall that we are currently considering 
just a single hypothesis
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Bounding Learning with Finite Hypothesis Spaces
We can bound the performance of the best hypothesis by 

considering all the hypotheses in the hypothesis space

This is called the union bound, and can often be too loose
to be meaningful or informative
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Probably Approximately Correct Bound

bias variance

Drawbacks of this bound
• Bound is too loose to be practical as it considers the size of the 

hypothesis space to measure hypothesis complexity
• Bound breaks down for infinite hypothesis spaces, for 

example, linear classifiers
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Probably Approximately Correct Bound
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The Vapnik-Chervonenkis Dimension
The VC dimension is a measure of complexity of a learner, that is, it is a measure of its 
representation power
• higher complexity means a classifier has a greater possibility of capturing the true 

hypothesis, but more likely to overfit
• lower complexity means that the classifier has a smaller possibility of capturing the true 

hypothesis, but more likely to underfit

We say a classifier can shatter a set of points ଵ  if 
and only if for all label assignments ଵ , can achieve 
zero error on the training data ଵ ଵ  

a linear classifier in 2 dimensions can shatter
any labeling of this set of three points 
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The Vapnik-Chervonenkis Dimension
The VC dimension is defined as the maximum number of points that can be arranged

so that can shatter them.

for a linear classifier in 2 dimensions, there exists at least one arrangement of 3 points that can be shattered. So ℎ ≥ 3.  

for a linear classifier in 2 dimensions, there exists no one arrangement of 4 points that can be shattered. So ℎ < 4

for a linear classifier in 2 dimensions, ℎ = 3. 
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The Vapnik-Chervonenkis Dimension
The VC dimension is defined as the maximum number of points that can be arranged

so that can shatter them.

for axis-aligned rectangles, there exists at least one arrangement of 4 points that can be shattered. So ℎ ≥ 4.  

for axis-aligned rectangles, there exists at least one arrangement of 4 points that can be shattered. So ℎ < 5.  

for axis-aligned rectangles, ℎ = 4. 
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Bounding Learning with Infinite Hypothesis Spaces
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Sample Complexity
How Many Data Points Do We Need?
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The Test Set


